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UNIVERSITY OF CALIFORNIA, MERCED


5200 N. LAKE RD.


MERCED, CALIFORNIA 95343


(209) 228-4070

April 4, 2011
TO:
ALL BIDDERS

RE:
UNIVERSITY OF CALIFORNIA, REQUEST FOR PROPOSAL # UCM20110315KM
Addendum “1” is hereby expressly incorporated and made part of the University of California, Merced 

RFP# UCM20110315KM dated March 15, 2011.

ADDENDUM #1

This Addendum has been issued to provide answers to bidder questions received by the March 23, 2011 deadline.  (Note: Duplicate questions received by various bidders may not be included in the questions below; however, answers to all questions received are addressed in the answer (A) sections.
1. The RFP in Section 3.1.1C calls for: “The Storage Servers each need to have at least 35 TB of local storage managed by ZFS (or similar FS that contains features such as snapshots, deduplication, replication, ease of administration and non-disruptive scalability).”  Does this mean that the hardware needs to support ZFS?  Will UC Merced install ZFS or do we need to install it as part of the solution?

A: The hardware and the solution need to run ZFS or another filesystem that contains similar features (e.g. de-dup, snapshots, clones, etc.) with support included in the offer. UC Merced can install ZFS as long as it is supported by the vendor.

2.  Does the underlying OS have to be Solaris?  Can the OS be a LINUX derivative?

A: No, the underlying OS does not have to be Solaris. It can be a LINUX derivative that supports ZFS or another filesystem that has similar features (mainly de-dup, snapshots, clones, scalability, data integrity and capacity).

3. Is the solution meant to act as primary storage, secondary storage for backups, or both?
A: The solution is meant to act as primary storage for near-line backups and be able to have LUNs carved out and assigned as secondary and/or temporary storage to different hosts on the same fabric acting as a storage target.

4. Is the solution being ZFS-based a firm requirement, or is it just important to provide the filesystem capabilities ZFS has built in?

A: It is not a firm requirement. It is important to provide and support filesystem capabilities similar to what ZFS has built in. UC Merced having administration access to all features built into ZFS or another filesystem that provides similar capabilities (including pool creation, data integrity selection (RAID), adaptive endianness, etc) is highly desirable.

5. Is there an existing storage management solution in use by UC Merced that this solution should integrate into, or is UC Merced OK with standalone management for this solution?

A: Standalone management for this solution is acceptable.

6. Can you further clarify what is meant by “open storage implementations”?

A: Open storage systems are "open" through the mutual use of the applicable standards. "Open" does not imply any particular systems implementation, technology or means of interconnection, rather moving towards storage products based upon standard server hardware and open standards software.
7. Is there a specific requirement driving the need to have the proposed storage device be able to run a NetBackup Media server internally vs. on a dedicated server?

A: As the University tries to consolidate servers into a smaller footprint, it is highly desirable to run NetBackup Media server to utilize the processing power of the solution, as the solution’s primary purpose will be near-line backups.

8. Is there an inventory of target systems (brand, operating system and revision) available for scoping of the implementation services?

A: Most systems are Sun SPARC or x86 Solaris 10 (u2 or higher).

9. Are there any guidelines for required RAID types?

A: Minimum requirements for available RAID types should be RAID0, RAID1 and RAID5. Availability of configuring RAID6, RAID10, RAIDZ, RAIDZ2 and others is a definite plus.

10. Is there any specific performance requirement for the desired usable capacity?  Please clarify, “Provide an immediate solution for backup media storage as fibre channel targets on existent SAN fabric.”  Is this intended to be an immediately available solution for deployment or is this in context of Recovery Time Objectives?

A: There is no specific performance requirement for the desired usable capacity in IOPS.  It would be a benefit if the metrics are included in the proposals.  This is intended to be an immediately available solution for deployment, not in the context of recovery time objectives. 

11.  For Fibre Channel Fabric integration, what are [is] the desired number of ports on the disk subsystem for this connectivity?

A: Two ports minimum for separate data paths. 4 ports or higher would be preferred.

12. Is Command Line interface connectivity via SSL acceptable?  Please clarify, “… and need to be able to run NetBackup Media Server software”.  Is this intended to run on a separate server or on the storage device?
A: Yes, command line interface via SSL is acceptable. It is intended to run on the storage solution, which may consist of a separate storage device and a separate server.

13. Would the University accept a Gig Ethernet or 10-Gig Ethernet shared storage solution?

A: No.
14. Section 3.1.1.h - This section includes “...Ability to provide filesystem inline compression, deduplication, and replication as standard features of Solaris 10 and ZFS underlying technologies.” Does this requirement include the ability to provide inline compression, deduplication and replication at shipment, or will the ability to deliver inline compression at a later date (potentially Q2, 2011) acceptable?  Potential costs for inline compression are unavailable at this time.  Is an estimated price for this feature acceptable for the purposes of this proposal?
A: The ability to deliver inline compression and deduplication at a later date is acceptable, but no later than the third quarter of 2011. Estimated price for this feature is acceptable on the appropriate Cost Sheet.

15. Section 6.3.2 - Acceptance period of six months. Will the University consider a shorter, more reasonable acceptance period (i.e., 30 days)?  If a vendor refuses to accept this six month acceptance period, will that vendor be disqualified?

A: This section is specifically in regards to Software Acceptance.  Respondents will not be disqualified if noting a shorter acceptance period; however, proposals with exceptions noting a shorter period shall be scored/evaluated accordingly.
16. Section 8.1 - This section includes the following question: “Are the prices offered in your proposal response the lowest afforded any other customers, including other University of California campuses?”  Will a vendor be disqualified for answering this question NO?
A: No, respondents will not be disqualified for answering “no”; however, the University expects to receive the most preferred pricing offered to your customers.
17. Section 10 - Please provide copies of the attachments identified in Section 10, Attachments.
A: The RFP and all attachments are available at: http://www.ucmerced.edu/community/rfprfq.asp. 
18. Does the University have a production and DR site?  If so, does the University require replication between both sites?

A: The University does have a production and a DR site. Replication between sites is not required, but the option to do so is desirable.

19. Will the University require 15k SAS or FC drive, and 7200 ATA drives?  If so, what percentage of each?  Or, will the University just require 15k SAS or just ATA drives?
A: The University will require only ATA drives; 15K SAS or FC drives are optional.

20. Will the University require compression, deduplication and replication for both file data (CIFS, NFS) and SAN data (FC and iSCSI)?  Will the University require all three of these technologies?
A: The University requires only SAN data deduplication and compression. Replication is highly desired.

21. Since the University wants to monitor capacity growth for database (typically SAN based data), will the University be willing to load agents on these SAN-based servers?
A: Yes, the University will be willing to load agents on the SAN-based servers to monitor capacity growth on those specific servers.

22. What Symantec Netbackup (NBU) software version and agents will be used for the disk staging storage units (DSSU)?

A: Symantec Netbackup version 7 will be used for the disk staging storage units.

23. Are the required NBU licenses and agents ready for installation?

A: No.

24. Will you require professional services to install these NBU licenses and agents?
A: No, it would be helpful to know what can be offered.

25. Is the University looking to procure one or more storage servers to meet your requirements running Solaris 10 and ZFS?
A: No.
26. Or does the University want just storage arrays with RAID protection capability or JBOD?
A: The University wants storage arrays with RAID protection that can support DSSUs, act as a storage target and have other features as mentioned in requirements. As storage target, it needs to be able to work with Solaris 10 and ZFS. For example, if the University needs to use 1TB of space for archiving purposes of some emails, 1TB of LUN(s) can be carved out and presented to a Solaris 10 initiator host which can use the 1TB device(s) to create ZFS.

27. Can the required 70TB of usable storage be across two storage systems?
A: Yes. Higher density is preferred. Acting as one target on SAN fabric is preferred, but two is acceptable.

28. The requirement to support both software and hardware RAID, and ZFS is a bit limiting.  In general, when deploying ZFS based storage, we would use an HBA since ZFS provides the RAID functionality.  Is it in fact a requirement to supply a hardware RAID controller as well?
A: RAID support can be either hardware or software. ZFS or another filesystem that provides similar features such as deduplication, compression and replication is another requirement. Zpool software RAID can be used to meet RAID support requirement. Hardware RAID controller is not a requirement. To be clear, ZFS is mostly referred to in the context of underlying technologies used by the solution. For example, the University needs to have the ability to present a LUN from this solution (with either software or hardware RAID of the RAID group the LUN was carved from) to a host that can take the device and use a volume manager or zpool/ZFS in turn.

29. How many concurrent connections will there be to the storage?
A: Anywhere from 2 to 150. Not all connections will have intensive throughput at once. In the context of throughput, the storage needs to have a minimum two 4Gbps FC connections, four 8Gbps would be preferred. A breakdown of costs for options for each of the bandwidth configurations is highly desirable.

30. Is there any requirement for replication to a second system for redundancy or failover, or is raid level redundancy sufficient?
A: There is no requirement for replication to a second system for redundancy or failover, so RAID level redundancy is sufficient. However, the option and the ability to do so are extremely desirable (e.g., it might not be implemented now, but it’s projected in the next product software update, the price could be included into the initial cost or as an add-on at a later time).

31. What level of support is required?  24 x7, business hours, etc.
A: 24x7

32. We would like to request a two week extension to the proposal due date.
A: A two week extension is approved for all respondents.  The new RFP due date/time is no later than 4:00p.m. (PT) on Monday, May 2, 2011. Please note that the postponement of the due date will likely postpone the Anticipated Contract Award date accordingly.
Proposals must be submitted as instructed in the original RFP document and received no later than the due date/time.   

All other specifications, terms, and conditions remain unchanged.

BY: 
Karen J. Meade, C.P.M.


Principal Buyer
Purchasing Department

University of California, Merced

1715 Canal St.

Merced, CA  95340
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